
a dataset of egocentric video + tactile data. We have N hours of video, M objects, K touches with the tactile sensor, etc. This part of the paper can look very similar to Section 3 of this old https://arxiv.org/abs/1512.08512 (plus maybe you can look at modern dataset papers, like Ego4D for inspiration).
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Ablation Studies

Contributions

• Horizontal federated XGBoost relies on

the sharing of gradients because finding

the optimal split condition of a single tree

depends on the order of the data

samples.

• The sharing of gradients causes:

1) Per-node level communication 

frequency

2) Serious privacy concerns

• We propose a novel privacy-preserving

framework, FedXGBllr, a federated

XGBoost with learnable learning rates in

the horizontal setting which do not rely on

the sharing of gradients and hessians.

• Our framework disentangles the per-node

level communication frequency when

training a federated XGBoost.

• The total communication overhead of our

framework is independent of the dataset

size and is significantly lower (by factors

ranging from 25x to 700x) than previous

methods.

• We show that FedXGBllr is interpretable

with carefully framed reasoning and

analysis.

Proposed Approach cont.

Pipeline

Intuition 1: A fixed learning rate is too weak Intuition 2: Moving towards the global optima

• Local client’s dataset may be heterogenous

• Each tree makes different “amount of mistakes”
• Applying a weighted sum on the diverse prediction results

given by all XGBoost tree ensembles can lead to a more

accurate final prediction value
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