
Date: 08 May 2023

FoldFormer: sequence folding and seasonal attention for fine-
grained long-term FaaS forecasting
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FoldFormer Overview



• Function as a service (FaaS) is a stateless, event driven platform
• Cold-start problem:
> Resources not ready to receive function requests

• Over-commit problem:
> Too many resources waiting for work

• Accurate forecasting of incoming function requests could remedy or alleviate both issues
• FaaS data tends to be fine-grained, long-term, and often periodic in nature

Problem space: FaaS forecasting



• FaaS requests are a function of human users, subject to the human diurnal cycle
• We found that most high-demand functions tended to have strong periodicity
• FoldFormer was designed around this assumption
• Data sampling regime:
§ Let the model see only ‘snippets’ of data from successive periods (see video at the end)
§ Enables longer term ingesting (less data to process)
§ Enables longer term forecasting (autoregressive process has minimal divergent impact)

Periodic assumptions and inductive bias



FoldFormer overview



Time-to-latent folding



FFT convolutions



Seasonal attention



• Three data sources
§ Azure function traces (AZ) – per-minute
§ FunctionGraph product (FG) – per-minute
§ An internal serverless platform (SP) – per-second and per-minute

• Train global models wherever possible
§ This is a better solution to scale-up

• Compare to:
§ N-BEATS
§ N-HiTS
§ Linear regression
§ Basic Transformer
§ Prophet
§ Autoformer
§ FFT solution

Data and experimental setup



Results
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Results
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• Implication of periodic data sampling regime is that FoldFormer is better suited (but not only suited) 
to periodic data

• Still uses a transformer, which can be expensive
• Weekly periodicity not accounted for in current version: we need to use more context days
§ Data challenge: e.g., Azure only has 2 weeks of data

• Future work:
§ Very long-term ingestion of context data
§ Very long-term forecasting
§ Architecture updates
§ Incorporate seq2seq approach within FoldFormer

Systemic challenges and future work




