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Problem Statement
In practice, the training dataset is frequently 
updated. Hence, models are regularly 
(re)trained, which is very expensive.

How can we lower the cost of updating 
production models on dynamic datasets?

To investigate this question, we build a system for model training on dynamic datasets that
enables research on (a) training policies and (b) data selection policies.
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When to update the model? How to update the model?
1. Do we train with a fixed schedule, when a 

certain number of new data points has arrived
or on data shifts?

2. How do we detect data distribution shifts?

1. Do we retrain from scratch, finetune the existing
model, or switch between both?

2. On which old and new data points do we train?
a. Which metrics do we need for this decision?
b. How do we efficiently collect and store these

metrics?
3. What do we do when old data is deleted?
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