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Transformer-based pre-trained models have emerged as the 
predominant solution for natural language processing (NLP). Fine-
tuning such pre-trained models for downstream tasks often requires a 
considerable amount of labeled private data. In practice, private 
data is often distributed across heterogeneous mobile devices and 
may be prohibited from being uploaded. Moreover, well-curated 
labeled data is often scarce, presenting an additional challenge.

To address these challenges, we first introduce a data generator for 
federated few-shot learning tasks, which encompasses the quantity 
and skewness of scarce labeled data in a realistic setting. 
Subsequently, we propose AUG-FedPrompt, a prompt-based 
federated learning system that exploits abundant unlabeled data for 
data augmentation. Our experiments indicate that AUG-FedPrompt
can perform on par with full-set fine-tuning with a limited amount of 
labeled data. However, such competitive performance comes at a 
significant system cost.

Abstract

Data generator 

Experiments

AUG-FedPrompt shows competitive performance under various 
federated few-shot learning settings,  regardless of uniform or skewed 
label distribution.

Conclusion

This work explores a crucial but less explored issue: data labels can be 
scarce in federated learning. Our system AUG-FedPrompt shows 
competitive performance under various federated few-shot learning 
settings, requiring less than 0.1% data to be manually labeled. In the 
future, we will improve its resource efficiency to make it more 
practical.
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Figure 1: Visualizing the skewness of labeled data on
YAHOO [20] with ==1024, b=32, W being 10= , n=-3,-2,..,2.
Each sub-�gure is a 32⇥10matrix, where 32 is the num-
ber of clients and 10 is the number of labels. The in-
tensity of each cell represents the number of labeled
samples for a speci�c label in the client-side local data.

Furthermore, to tackle performance degradation caused by
skewed label distribution, AUG-FedPrompt leverages enor-
mous and easily accessible unlabeled data for pseudo labeling-
based data augmentation.
(3) Our extensive experiments on four English datasets demon-
strate that AUG-FedPrompt can achieve a substantial perfor-
mance gain (25%–55% higher accuracy) over the state-of-the-
art FedNLP approaches under various few-shot settings. Aug-
mentation with unlabeled data enhances AUG-FedPrompt to
perform well with highly skewed labeled distribution across
clients. Overall, AUG-FedPrompt can achieve a comparable
performance with the state-of-the-art FedNLP approaches
with less than 0.1% labeled data.

2 PROBLEM SETUP
Federated NLP Training Procedure The two NLP train-
ing phases, i.e., pre-training and �ne-tuning, require data of
disparate natures. Pre-training is typically done on public
text corpora such as Wikipedia articles, while �ne-tuning
requires domain-speci�c samples, such as user reviews, mes-
sages, or emails. For mobile computing, domain-speci�c sam-
ples are gathered from end-users and distributed across mo-
bile devices, while ensuring the protection of privacy. To
�ne-tune models on such private, distributed data, federated
learning is the de-facto approach [11, 12]. Prior to training,
a cloud service distributes a pre-trained model to all client
devices. In a training session targeting a speci�c NLP task
and domain, a cloud service selects multiple mobile devices
to participate in training. Each device trains a local copy
of the model with its private data and sends the model up-
dates to the cloud. Upon aggregating the model updates from
multiple devices, the cloud sends an updated model to the
devices. This training procedure is repeated until the model
converges.

Figure 2: Average accuracy of federated few-shot
learning under di�erent data quantity and skewness.
When skewness W grows larger, labeled data will be
more uniformly distributed, and vice versa. Dataset:
YAHOO [20].

Federated few-shot data generator Apart from data pri-
vacy, lack of su�cient labeled data is a crucial issue and an
inherent feature in mobile scenarios. Alike data feature could
be non-independent and identically distributed (non-iid), the
scarce labels is not always uniformly distributed in the real
world. Based on the de�nition of non-iid partition strate-
gies [11, 21], we further de�ne the quantity and skewness of
labels under federated few-shot learning scenario.

We de�ne a new tuple (=, W ) to represent the practical few-
shot learning training data distribution, where = represents
the total numbers of labeled data, W represents the skewness
of labeled data.

The quantity of labeled data assigned to each client follows
a Dirichlet allocation I ⇠ Dirb (W ), where b is the number
of clients with labeled data1. We can then allocate labeled
data from the global labeled dataset to selected clients based
on the distribution I, with client8 being assigned a labeled
dataset of size |T8 | = I8=. For example, in Figure 1, we visualize
the labeled data skewness on Yahoo [20] with ==1024, b=32,
W being 10= , n=-3,-2,..,2. Each sub-�gure is a 32⇥10 matrix,
the intensity of which represents the labeled samples of a
particular label.WhenW is small (10�3, 10�2, 10�1), the labeled
data will be skewed distributed, i.e., only few clients own
labeled data; when W=102, labeled data is nearly uniformly
distributed on all clients.

Performance degradationunder skeweddistribution
In Figure 2, we present the impact of label skewness on fed-
erated few-shot learning. We observe that as W decreases, i.e.,
the labeled data becomes more skewed, the convergence per-
formance of the model degrades. For example, when labeled
data points are 1024, uniform distribution (W=100) will be
26% better than skewed distribution (W=0.001). The rationale
behind this phenomenon is that under common non-iid data
distribution, individual clients tends to possess more speci�c

1b could be an optional hyper-parameter to strict the maximum of clients
owing labeled data. In this manuscript, we �x b as 32 for simplicity.
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Workflow：

Clients with labeled training data conduct local prompt learning 
without sharing their data.  They send the fine-tuned models to the 
cloud for federated average aggregating. The aggregated model is 
distributed to all clients, even those who did not participate in the last 
round of training, that means they do not have enough labeled data. 
These clients can leverage the received model to do pseudo labeling 
on their unlabeled data. They add the data with the highest 
confidence as training samples for next iteration.
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Figure 4: Average accuracy and standard deviation for AUG-FedPrompt across data scales. FedCLS stands for the
vanilla federated �ne-tuning. Full-set stands for �ne-tuning on the full labeled data.

Dataset Prompt Train Test

AGNEWS [20] a ( ____ ) b 120,000 7.600
MNLI [24] “a” ? � ____, “b” 392,702 9,815
YAHOO [20] [ Category: ] a ____ b 1,400,000 60,000
YELP-F [20] It was ____. a 650,000 50,000

Table 1: Evaluation datasets. Each dataset is dis-
tributed to 1000 clients. Label quantity of each class
follows the non-iid label distribution in [11] where
U = 1.

needs to be classi�ed as one of the four categories: World,
Sports, Business or Science/Tech. (2) MNLI [24] is a sentence
understanding dataset. Given text pairs x = (a, b), the task
is to �nd out whether a implies b, a and b contradict each
other or neither. (3) YELP Review Full (YELP-F) [20] is
a restaurant rating dataset. Given a customer’s review, text
should be estimated on a 1-5 star scale. (4) YAHOO [20] is a
text classi�cation dataset. Given a question and an answer,
one of ten possible categories needs to be assigned. All ex-
periments are conducted using the same pre-trained model,
RoBERTa-large (355M parameters) [25], which we load from
the transformers [26] library.
Hyper-parameters In line with previous observations [27],
few-shot �ne-tuning performance varies across chosen la-
beled data considerably. We run every experiment 3 times
in order to reduce variance. Unless otherwise stated, we use
the recommended set of hyper-parameters from previous
work [18]: mini-batch size as 4; local training iteration as 1;
learning rate as 10�5; max sequence length as 256. For pseudo
labeling, we �lter out those aggregated models performing
worse than the zero-shot model and those pseudo-labeled
data with con�dence lower than 0.9. For the FL con�gura-
tions at the server side, we follow the prior FedNLP litera-
ture [11, 12] to select 5 participants for each training round
by default. The �ne-tuned models will be collected in the
central server and aggregated through FedAvg algorithm [9].

Dataset AGNEWS MNLI YAHOO YELP-F

Uniform FedCLS 66.1±12.8 60.1±0.4 57.6±1.9 54.0±0.1
FedPrompt 87.0±0.8 77.6±0.8 66.0±0.1 61.9±0.7

Skewed
FedCLS 64.8±3.1 37.7±5.6 24.4±10.3 38.3±8.8

FedPrompt 68.4±2.4 42.4±5.8 41.8±4.3 51.2±1.8
w/ augment 90.2±0.5 75.7±1.2 66.9±1.1 58.2±2.4

Table 2: AUG-FedPrompt enhances performance un-
der di�erent few-shot learning settings. FedPrompt
stands for AUG-FedPrompt without unlabeled data
augmentation. Datapoint: 64 for AGNEWS, 1024 for
MNLI, 256 for YHAOO and YELP-F.

4.2 Performance across Data Scales
AUG-FedPrompt enjoys a substantial advantage on each
task.As shown in Figure 4, we compare our AUG-FedPrompt
performance with FedCLS, i.e., the vanilla federated �ne-
tuning where a generic classi�er layer inserted after pre-
trained models is �ne-tuned. Highlighted region shows the
accuracy gap between AUG-FedPrompt and FedCLS. There
are up to 50%, 25%, 55%, 38% accuracy improvement sepa-
rately for 4 datasets. Both approaches improve with more
labeled data, but AUG-FedPrompt remains better by a varying
amount. AUG-FedPrompt reaches 99% relative performance
of full-set with 90% less training data compared to full-set
federated training. AUG-FedPrompt shows a strong zero-shot
inferring capability, i.e., without task-speci�c �ne-tuning,
expect for MNLI dataset. MNLI dataset may need more labeled
data to make full use of the prompt to the pre-trained models.
For a usable accuracy, i.e., 90% relative performance of full-set
training accuracy, AUG-FedPrompt only needs 64, 256, 256 in
total for AGNEWS, YAHOO and YELP-F, saving up to 99.9% train-
ing data compared to full-set federated �ne-tuning. Please
note that 64 is the total number of labels across all clients,
not per client.

4.3 Impact of Data Augmentation
AUG-FedPrompt enhances FedPrompt performancewhen
labeled data is skewed distributed. As shown in Table 2,
FedPrompt, i.e., AUG-FedPromptwithout data augment shows
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Figure 4: Average accuracy and standard deviation for AUG-FedPrompt across data scales. FedCLS stands for the
vanilla federated �ne-tuning. Full-set stands for �ne-tuning on the full labeled data.
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follows the non-iid label distribution in [11] where
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should be estimated on a 1-5 star scale. (4) YAHOO [20] is a
text classi�cation dataset. Given a question and an answer,
one of ten possible categories needs to be assigned. All ex-
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RoBERTa-large (355M parameters) [25], which we load from
the transformers [26] library.
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stands for AUG-FedPrompt without unlabeled data
augmentation. Datapoint: 64 for AGNEWS, 1024 for
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4.2 Performance across Data Scales
AUG-FedPrompt enjoys a substantial advantage on each
task.As shown in Figure 4, we compare our AUG-FedPrompt
performance with FedCLS, i.e., the vanilla federated �ne-
tuning where a generic classi�er layer inserted after pre-
trained models is �ne-tuned. Highlighted region shows the
accuracy gap between AUG-FedPrompt and FedCLS. There
are up to 50%, 25%, 55%, 38% accuracy improvement sepa-
rately for 4 datasets. Both approaches improve with more
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a restaurant rating dataset. Given a customer’s review, text
should be estimated on a 1-5 star scale. (4) YAHOO [20] is a
text classi�cation dataset. Given a question and an answer,
one of ten possible categories needs to be assigned. All ex-
periments are conducted using the same pre-trained model,
RoBERTa-large (355M parameters) [25], which we load from
the transformers [26] library.
Hyper-parameters In line with previous observations [27],
few-shot �ne-tuning performance varies across chosen la-
beled data considerably. We run every experiment 3 times
in order to reduce variance. Unless otherwise stated, we use
the recommended set of hyper-parameters from previous
work [18]: mini-batch size as 4; local training iteration as 1;
learning rate as 10�5; max sequence length as 256. For pseudo
labeling, we �lter out those aggregated models performing
worse than the zero-shot model and those pseudo-labeled
data with con�dence lower than 0.9. For the FL con�gura-
tions at the server side, we follow the prior FedNLP litera-
ture [11, 12] to select 5 participants for each training round
by default. The �ne-tuned models will be collected in the
central server and aggregated through FedAvg algorithm [9].

Dataset AGNEWS MNLI YAHOO YELP-F

Uniform FedCLS 66.1±12.8 60.1±0.4 57.6±1.9 54.0±0.1
FedPrompt 87.0±0.8 77.6±0.8 66.0±0.1 61.9±0.7

Skewed
FedCLS 64.8±3.1 37.7±5.6 24.4±10.3 38.3±8.8

FedPrompt 68.4±2.4 42.4±5.8 41.8±4.3 51.2±1.8
w/ augment 90.2±0.5 75.7±1.2 66.9±1.1 58.2±2.4

Table 2: AUG-FedPrompt enhances performance un-
der di�erent few-shot learning settings. FedPrompt
stands for AUG-FedPrompt without unlabeled data
augmentation. Datapoint: 64 for AGNEWS, 1024 for
MNLI, 256 for YHAOO and YELP-F.

4.2 Performance across Data Scales
AUG-FedPrompt enjoys a substantial advantage on each
task.As shown in Figure 4, we compare our AUG-FedPrompt
performance with FedCLS, i.e., the vanilla federated �ne-
tuning where a generic classi�er layer inserted after pre-
trained models is �ne-tuned. Highlighted region shows the
accuracy gap between AUG-FedPrompt and FedCLS. There
are up to 50%, 25%, 55%, 38% accuracy improvement sepa-
rately for 4 datasets. Both approaches improve with more
labeled data, but AUG-FedPrompt remains better by a varying
amount. AUG-FedPrompt reaches 99% relative performance
of full-set with 90% less training data compared to full-set
federated training. AUG-FedPrompt shows a strong zero-shot
inferring capability, i.e., without task-speci�c �ne-tuning,
expect for MNLI dataset. MNLI dataset may need more labeled
data to make full use of the prompt to the pre-trained models.
For a usable accuracy, i.e., 90% relative performance of full-set
training accuracy, AUG-FedPrompt only needs 64, 256, 256 in
total for AGNEWS, YAHOO and YELP-F, saving up to 99.9% train-
ing data compared to full-set federated �ne-tuning. Please
note that 64 is the total number of labels across all clients,
not per client.

4.3 Impact of Data Augmentation
AUG-FedPrompt enhances FedPrompt performancewhen
labeled data is skewed distributed. As shown in Table 2,
FedPrompt, i.e., AUG-FedPromptwithout data augment shows

Limitations

We propose a data generator to simulate federated few-shot dataset.
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Challenges Possible Solutions

Huge training latency Model structure optimization [28, 29].
Large memory requirement Rematerialization [30, 31], paging [32].
Excessive inference for pseudo labeling Pacing [23, 33], early-exit [34, 35].
High communication cost Quantization [36, 37], sparsity [38, 39].

Table 3: Challenges and possible solutions.

competitive performance when labeled data is uniformly dis-
tributed on clients. While skewed distribution of labeled data
will hurt FedPrompt performance signi�cantly. For example,
FedPrompt performance degrades to 41.8% on YHAOO when
256 labeled data is skewed distributed on 32 clients. Consid-
ering that skewed distribution is common in real-world, we
integrate AUG-FedPrompt with data augmentation to miti-
gate the performance degradation.

It is important to recall that prompts learning introduces a
task description in NLP training. Prompt helps task-speci�c
�ne-tuning perform well even with few labeled training data.
This rationale paves the way for the e�ciency of pseudo
labeling; it helps to label more data correctly at the early
stage of training. Together with our con�dence �lter for
pseudo-labeling, AUG-FedPromptmakes pseudo-labeled data
seldom hurt. For example, we annotate 100 unlabeled data
on each client involved in per round for AGNEWS. In the �rst
three rounds, the average ratio of correctly labeled data by
pseudo-labeling on unlabeled data is 92.5%. The inference
accuracy will further increase along with the FL training
moves on, reaching 95.3% at the convergence round. Those
‘nail’ data, about 5 out of 100 in total, is hard to be correctly
annotated and �ltered out. Fortunately, we observe that they
do not a�ect the model convergence as shown in Table 2.
After pseudo labeling, AUG-FedPrompt performs on par with
full-set �ne-tuning and greatly outperforms vanilla few-shot
�ne-tuning, reaching a usable accuracy with scarce labeled
data.

5 SYSTEM COST
There is no free lunch for the performance improvement of
AUG-FedPrompt. The orchestrating of pseudo labeling and
prompt learning results in promising few-shot performance,
but it also incurs a non-trivial system cost. In this section, we
discuss the necessity of large models for AUG-FedPrompt, as
well as the associated system cost. Challenges and possible
solutions are concluded in Table 3.

To begin with, we conduct experiments to evaluate the per-
formance of AUG-FedPrompt on various foundation models.
As demonstrated in Figure 5, RoBERTa-large outperforms
all other models across all four datasets, particularly MNLI
and YELP-F, where it shows a signi�cant improvement (up
to 38.2%). In contrast, BERT-large, despite having similar pa-
rameters to RoBERTa-large, performed poorly. Interestingly,
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Figure 5: AUG-FedPrompt convergence performance
with di�erent models and datasets. 0.1% labeled data
uniformly distributed in 32 clients.

Model ALBERT-base
[29]

BERT-base
[1]

BERT-large
[1]

RoBERTa-base
[25]

RoBERTa-large
[25]

Memory (GB) 3.7 5.4 OOM (9.8) 5.8 OOM (10.4)
Latency (s) 1.4 1.9 ⇠7.8 2.1 ⇠8.1
Param. (M) 11.7 109.5 334.9 124.6 355.3

Table 4: System cost of di�erent NLP models. Tested
on NVIDIA TX2. Batch size: 4.

certain small models, e.g. ALBERT-base [29], which is opti-
mized from BERT-base achieved superior results compared
to the standard BERT-base model, despite containing only
10.7% of the parameters. These �ndings suggest that large
models can help augment the few-shot learning abilities
of AUG-FedPrompt, and that model structure optimization
shows promise in making AUG-FedPrompt a more practical
solution.

The excellent performance of RoBERTa-large aligns with
previous research [18, 27, 40], highlighting the need for large-
scale foundational models to fully leverage prompt learn-
ing. However, despite its merits, the model’s high memory
usage and latency cannot be overlooked. As shown in Ta-
ble 4, even on a powerful GPU-embedded edge device like
NVIDIA TX2 [41], training RoBERTa-large leads to long
latency (about 8.1s per batch). Moreover, during training,
our testbed device, which has only 8GB of RAM, ran out of
memory during training. Because the peak memory usage
of RoBERTa-large �ne-tuning is over 10GB3.

Apart from local prompt training, a mobile client need to
perform inference on all of its unlabeled data to generate
pseudo labels. However, most of this inference is ultimately
unnecessary, as only a small fraction (the most con�dent) of
pseudo labels will be selected for subsequent training. As a
result, the inference process dominates the total delay due to
the large volume of unlabeled data that needs to be processed.
According to our measurements, this process accounts for up
to 87.4% of the total computation time. Keeping a balanced
pace between training and labeling is crucial to reduce those
redundant inference.

In addition, it should be noted that the overall resource cost
of AUG-FedPrompt system should be extremely higher, let
alone long heavy-duty computing. The reason for this is the

3Tested on a central server.
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FedPrompt performance degrades to 41.8% on YHAOO when
256 labeled data is skewed distributed on 32 clients. Consid-
ering that skewed distribution is common in real-world, we
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do not a�ect the model convergence as shown in Table 2.
After pseudo labeling, AUG-FedPrompt performs on par with
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data.
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There is no free lunch for the performance improvement of
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prompt learning results in promising few-shot performance,
but it also incurs a non-trivial system cost. In this section, we
discuss the necessity of large models for AUG-FedPrompt, as
well as the associated system cost. Challenges and possible
solutions are concluded in Table 3.

To begin with, we conduct experiments to evaluate the per-
formance of AUG-FedPrompt on various foundation models.
As demonstrated in Figure 5, RoBERTa-large outperforms
all other models across all four datasets, particularly MNLI
and YELP-F, where it shows a signi�cant improvement (up
to 38.2%). In contrast, BERT-large, despite having similar pa-
rameters to RoBERTa-large, performed poorly. Interestingly,
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certain small models, e.g. ALBERT-base [29], which is opti-
mized from BERT-base achieved superior results compared
to the standard BERT-base model, despite containing only
10.7% of the parameters. These �ndings suggest that large
models can help augment the few-shot learning abilities
of AUG-FedPrompt, and that model structure optimization
shows promise in making AUG-FedPrompt a more practical
solution.

The excellent performance of RoBERTa-large aligns with
previous research [18, 27, 40], highlighting the need for large-
scale foundational models to fully leverage prompt learn-
ing. However, despite its merits, the model’s high memory
usage and latency cannot be overlooked. As shown in Ta-
ble 4, even on a powerful GPU-embedded edge device like
NVIDIA TX2 [41], training RoBERTa-large leads to long
latency (about 8.1s per batch). Moreover, during training,
our testbed device, which has only 8GB of RAM, ran out of
memory during training. Because the peak memory usage
of RoBERTa-large �ne-tuning is over 10GB3.

Apart from local prompt training, a mobile client need to
perform inference on all of its unlabeled data to generate
pseudo labels. However, most of this inference is ultimately
unnecessary, as only a small fraction (the most con�dent) of
pseudo labels will be selected for subsequent training. As a
result, the inference process dominates the total delay due to
the large volume of unlabeled data that needs to be processed.
According to our measurements, this process accounts for up
to 87.4% of the total computation time. Keeping a balanced
pace between training and labeling is crucial to reduce those
redundant inference.

In addition, it should be noted that the overall resource cost
of AUG-FedPrompt system should be extremely higher, let
alone long heavy-duty computing. The reason for this is the

3Tested on a central server.

• AUG-FedPrompt enjoys  up to 50%, 25%, 55%, 38% accuracy 
improvement separately for 4 datasets.

• For a usable accuracy, AUG-FedPrompt saves up to 99% training 
data compared to full-set federated finetuning.

AUG-FedPrompt prefers large language models.

Finetuning these ‘behemoths’ can be extremely resource-intensive.


