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Federated Learning
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• A distributed paradigm for 
model training
• Concerned with data 

privacy and data 
heterogeneity
• Two critical issues in FL : 

Bias and Robustness



Bias in Federated Learning
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Definition of Bias in Federated Learning

• Data misrepresentation produces biased model towards specific 
groups, identified with sensitive attributes (e.g., man & woman, old 
& young)
• Examples :
• (Healthcare) Discrepancy in diagnosis model quality between demographic 

groups
• (Recruitment) Differences in employment rate within demographic groups
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Related Work on Bias Mitigation in FL

• Client-side techniques :
• Using techniques from centralized learning such as data reweighting [5]
• Do not guarantee global bias mitigation under non-IID settings

• Server-side techniques:
• Techniques requiring additional computation from the server : AgnosticFair [6], 

FairFL [7], FairFed [8], and FCFL [9] .
• Often requires FL clients to send additional information to the server (local 

statistical data distribution)
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Robustness of FL Against Byzantine Clients
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Related work on Robustness of FL Against 
Byzantine Clients
• Robust aggregation: Mitigate impact of Byzantines by estimating the 

average of honest clients' gradients.
• Multi-Krum [2]
• Define a distance to order clients updates

• Trimmed Means [3]
• Trim extreme values of the clients' model parameters coordinate-wise 

• RFA [4]
• Compute the geometric median of clients' updates

• NDC [14]
• Apply a norm-thresholding policy on the clients’ updates
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Why Applying a Classical FL Robustness Mechanism 
Followed by Classical FL Bias Mitigation Does Not 
Work
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Observation 1: Using classical robust aggregators may eliminate honest clients, 
affecting the normal behavior of FL bias mitigation



Why Applying Classical FL Bias Mitigation Followed 
By a Classical FL Robustness Mechanism Does Not 
Work
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Observation 2: Using the classical FL bias mitigation method before any robustness 
mechanism expose the bias mitigation method to the influence of the Byzantine clients.



Problem Illustration

• Experiment 1 : Impact of 4 robust aggregation methods on model bias in FL
• Experiment 2 : Interaction between FL bias mitigation (FCFL) and FL 

robustness mechanisms

11EuroMLSys'23

Dataset Task & Model Target Attribute Sensitive Attributes FL Setup

MEPS [10]
Binary classification 
using Logistic
Regression

Medical facility 
utilization Race

4-client FL setup 
with opposite trend 
to 3 other clients

Adult [11]
Binary classification 
using Logistic
Regression

Income Gender and age

10-client FL setup 
with heterogeneity 
generated by a 
Dirichlet function



Evaluation Setup

• Used bias metric : Statistical Parity Difference (SPD):

EuroMLSys'23 12

Proportion of positively 
predicted outcome for data 
belonging to the 
priviledged group

Proportion of positively 
predicted outcome for data 
belonging to the 
unprivileged group



Impact of Robust Aggregation on Model Bias 
in FL
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Robust aggregators, increased model bias compared to the FL baseline without 
any Byzantine attacks.



Interaction between FL bias mitigation and FL 
robustness mechanisms
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Robust aggregators, modified the method behavior and sometime degrade its 
bias mitigation performance



Related work

• Ditto: Fair and Robust Federated Learning Through Personalization 
(Li et al., ICML, 2021):
• Client-Level Fairness, with a robustness objective (ensuring high accuracy 

against model poisoning) using model personalization.

• Fair detection of poisoning attacks in federated learning on non-i.i.d.
data (Singh et al., Data Mining and Knowledge Discovery 1, 2023):
• Reducing the amount of falsely predicted malicious clients, under assumption 

that one client = one demographic group (that they need to share)
• Creating cluster of clients with statistical parity, and then eliminate client that 

are too far from the created centroids
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Research Directions

• False predictions of Byzantine clients must be reduced to preserve 
important data representativity.
• Asking FL clients additional data distribution information to detect 

Byzantine clients.
• Selecting "honest and minority" clients can improve data representativity for 

minorities.

• Recent development in robust aggregation in non-IID setup 
(Karimireddy et al. [12], Allouah et al. [13] )
• Using Trusted Execution Environments (TEEs)
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Summary

• Constructing a FL system with robustness and model bias guarantees 
is a critical need but is very challenging to achieve.
• We analyse the issues when trying to implement a system combining 

the approaches used to solve Byzantine robustness and bias 
mitigation separately.
• Possible research directions for building robust, bias-free FL are 

formulated.
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Thank you ! Any questions ?
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Appendix

• Byzantine robustness objective :

• Bias mitigation objective :
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